In Open Source Software (OSS) projects, participants initially communicate with others and then may become developers if they are deemed worthy by the community. Recent studies indicate that the abundance of established social links of a participant is the strongest predictor to his/her promotion. Having reliable rankings of the candidates is key to recruiting and maintaining a successful operation of an OSS project. This paper adopts degree-based, PageRank, and Hits ranking algorithms to rank developer candidates in OSS projects based on their social links. We construct several types of social networks based on the communications between the participants in Apache OSS projects, then train and test the ranking algorithms in these networks. We find that, for all the ranking algorithms under study, the rankings of emergent developers in temporal networks are higher than those in cumulative ones, indicating that the more recent communications of a developer in a project are more important to predict his/her first commit in the project. By comparison, the simple degree-based and the PageRank ranking algorithms in temporal undirected weighted networks behave better than the others in identifying emergent developers based on four performance indicators, and are thus recommended to be applied in the future.
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1. Introduction

In recent decades, we witness the emergence of Open Source Software (OSS) projects [1] whose success partially relies on the contributions of numerous volunteer developers with different motivations [2–4], such as enjoyment, skill improvement, reputation building so as to attract potential employers, etc. Generally, users contribute to projects by sharing experiences [5, 6], reporting bugs [7, 8], submitting patches [9, 10], and becoming developers, with the ability to modify and commit source code themselves. OSS projects rely on the community to evaluate these activities and further encourage the outstanding ones to accept more responsible roles [11], i.e., from users to developers, from developers to managers, and so on. The openness of these projects means that the traces of social communications and technical actions are available publicly [12], and can be used to find, recruit, and retain highly responsible developers with good programming skills, which is strongly correlated with the health and success of OSS projects [13].

In works on software engineering performance and productivity, researchers have tracked social network and commit activities of developers to identify the most relevant ones for the outcome of interest, e.g., quality of code, productivity, etc. Zhang et al. [14] proposed a series of network measurements to identify the core developers of each release in ArgoUML. They found that the results are better on bipartite networks, including the information of both developer cooperation and email topics, than on the traditional unipartite network, only considering developer information. Wu et al. [15] introduced a work motivation model for OSS developers by analyzing the data of 148 OSS participants, and found that the developers’ feelings of satisfaction and their intentions to continue with OSS development was influenced by both helping behavior and economic incentives. Capiluppi et al. [16] proposed a measure similar to the h-index used in academic contexts, which captures both the number of projects a developer contributed to and the number of commits he/she made in each of them, in order to objectively compare the contributions of OSS developers. Saul et al. [17] designed a recommendation system by a random-walk approach in order to recommend related interesting functions for developers based on certain functions they found. Besides, Wu et al. [18] proposed a developer recommendation algorithm based on k-nearest-neighbor search and expertise ranking with various frequency and network metrics to recommend capable developers for certain bugs. In our previous work [12], we used time-series methods to identify synchronous pairwise collaborations between developers, and defined code growth and effort based on the added and deleted lines of code. We found that, during the synchronous collaboration, the project size grows faster even though the overall coding effort slows down.

However, similar algorithms can rarely be found in the literature to rank normal users, named developer candidates in the rest of the paper, by their pre-commit activities, such as communications, bug reports, and patch submissions, although there are migration models for the relationships between these quantities and the time
needed to become a developer [13]. Communication is important in OSS projects. Herbsleb and Grinter [19] found that a lack of communication between software developers introduces coordination problems. We found that commits and communication may accelerate, rather than slow down, each other in OSS projects by comparing the real time-series of these activities with simulated ones [1]. Note that, in many OSS projects, bug reports and patch submissions are always associated to emails [9], thus are also partially reflected in communication activities. Recently, Gharehyazie et al. [10] stated: "strong working code leads to trust in the participant’s ability to develop within the context of the project; strong social skills signify to the team that the participant can be trusted to work within the project’s team setting; and generally, the more trustworthy a participant, the more likely it is that he may eventually achieve developer status". By comparison, they found that the abundance of established social links, rather than bug reports or patch submissions, of a participant is the strongest predictor for his/her promotion to a developer. Here, we argue that such statistical models can provide insights for the evolution of OSS projects macroscopically, but have limited abilities to tell which candidates are more important than the others in real time. Ranking algorithms [20, 21], on the other hand, can help managers to identify highly responsible and skillful candidates in real time and then promote their roles. Furthermore, these algorithms can also help the candidates themselves to recognize their shortages by comparing with others and encourage them to seek further improvements. Based on social networks, such algorithms have been successfully used in many areas, e.g., to measure the influence of bloggers [22], reveal the roles of employees in enterprises [23], find important authors [24] in academia and so on.

The findings of Gharehyazie et al. [10] inspired us to rank developer candidates just by their social links, to investigate how good the rankings of emergent developers could be, which, to the best of our knowledge, has not been studied yet. We think that developer candidates tend to interact frequently with others by exchanging messages in the same OSS project before they make direct code contribution to it. Note that we can certainly integrate other non-social information into the framework to further improve the rankings of the emergent developers, which however is not the focus of this paper. In the present work, we collected 31 OSS projects from the Apache Software Foundation [1], and use those four with the largest number of developers to establish social networks, based on which we train and test ranking algorithms. Different from other works on ranking individuals in cumulative networks [25–28], here we also design ranking algorithms in temporal networks [29–32]. The reason is apparent: OSS projects are always highly dynamic [12], i.e., developers join and quit very frequently. As a result, there may be many users that have been inactive for a long time, but their historical communication records are still preserved in the database. These inactive users may compete rankings with the current active users in cumulative networks, however, most of such trivial competition can be filtered out in temporal networks. Our main contributions thus include:
• We adopt degree-based, PageRank, and Hits algorithms to rank developer candidates in OSS projects for the first time based on the communications between them. We find that the ranking results of emergent developers obtained by these algorithms are surprisingly good compared to the rankings obtained by the random algorithm. This indicates that the candidates communicating more are indeed more likely to make direct code contributions to the projects in the future.

• We establish temporal social networks by introducing a Gaussian time-window function, and find that all the ranking algorithms under study behave better in temporal networks than in cumulative ones. This validates the intuition that more recent communications of a developer in a project are more important to predict his/her first commit in this project.

• Besides the well-known receiver operating characteristic (ROC) curve and the corresponding area under ROC curve (AUC), we additionally utilize the percentage of the best rankings, and the risk of missing developers, to compare the performances of different ranking algorithms on different types of networks.

The rest of the paper is organized as follows. In Section 2, the data sets, as well as some definitions of different types of networks, are briefly introduced; three algorithms, including degree-based, PageRank, and Hits algorithms, are then applied in different types of networks. In Section 3, the performances of different ranking algorithms on various types of networks are compared to each other. The paper is concluded in Section 4.

2. Methodology

Based on a data set of 31 Apache OSS projects collected in March 2012, in this paper we study the following four projects: Ant, Axis2.java, Derby, and Lucene. We chose those four projects because they exhibit the largest number of developers for whom their first email communication activities occurred before their first commit activities. The basic properties of these four projects are briefly listed in Table 1, where $T_0$ is the initial time of a project when first email message or commit activity was recorded, and $N_U$, $N_D$, $N_M$, and $N_F$ represent the number of users (including developers), the number of developers, the number of email messages between all the users, and the number of files committed by the developers, respectively. For each project, the email messages are obtained from the online developer mailing list. Note that email messages may be posted to a mailing list automatically in an OSS community to inform others when some work is done. To exclude such trivial messages, we just consider the response emails [1]. Moreover, we also use a semi-automatic approach to solve the problem of multiple aliases [35].

---

*For the random algorithm, we mean ranking the candidates randomly.

At first, we automatically crawl messages, and extract all the headers to produce a list of {name, email} identifiers. Once this is done, we use a clustering algorithm to measure the similarity
Table 1. Several basic properties of the four OSS projects.

<table>
<thead>
<tr>
<th>Project</th>
<th>$T_0$</th>
<th>$N_U$</th>
<th>$N_D$</th>
<th>$N_M$</th>
<th>$N_F$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ant</td>
<td>2000/01/13</td>
<td>1402</td>
<td>44</td>
<td>17284</td>
<td>11620</td>
</tr>
<tr>
<td>Axis2.java</td>
<td>2001/01/30</td>
<td>3738</td>
<td>72</td>
<td>30740</td>
<td>129978</td>
</tr>
<tr>
<td>Derby</td>
<td>2004/08/10</td>
<td>1118</td>
<td>35</td>
<td>49353</td>
<td>6563</td>
</tr>
<tr>
<td>Lunece</td>
<td>2001/09/11</td>
<td>2102</td>
<td>41</td>
<td>42968</td>
<td>6674</td>
</tr>
</tbody>
</table>

2.1. Data sets

The paper mainly focuses on ranking developer candidates based on their social status, i.e., for each project, we emphasize the differences between emergent developers and the other candidates with respect to their local properties in the social network. Therefore, the developers with the first commit activity occurring earlier than the first communication activity are considered as abnormal points and thus are excluded in this study. There are in total 6, 8, 1, and 4 such abnormal points in the projects Ant, Axis2.java, Derby, and Lucene, respectively. The emergence of abnormal points may be due to the fact that the candidates had already known developers or managers in the project before they joined, e.g., they had contributed to other projects or had worked for the same company.

At each time when a candidate turned to be a developer, we construct different types of social networks by the email messages before that time, and call the candidate emergent developer at that time. Then, in such a social network, there are three groups of nodes, including an emergent developer, existent developers, and a large number of other candidates. For example, we have four cumulative social networks in Derby, when the first four developers emerged one after another, as shown in Fig. 1, where the three groups of nodes are denoted by filled circles, filled triangles, and empty circles, respectively. On each network, we rank the emergent developer and the other candidates, to see whether the emergent developer indeed exhibited outstanding social status at that time.

We find that the time intervals between successive emergences of developers are not uniformly distributed, i.e., there are a few number of extremely large time gaps, which is partially determined by the non-uniform time distributions of new versions released or old developers retiring. Meanwhile, the growth rates of the total messages in Ant, Axis2.java, and Derby decrease as the networks evolve, although the numbers of nodes increase all the time. This phenomenon suggests that, in these projects, there are always large numbers of users becoming less and less active and finally completely withdrawing from the projects.

between every pair of identifiers. This could occur if either the names, or the emails, or both are similar. Those sufficiently similar identifiers are grouped into the same cluster. Once clusters are formed, then, they are manually post-processed.
Fig. 1. The topologies of the cumulative social networks at the time when the first four developers emerged one after another in *Derby*. Here, filled circles, filled triangles, and empty circles represent the emergent developers, the existent developers, and the other candidates at that time, the width of the lines connecting two nodes is proportional to the numbers of messages between the corresponding individuals.

2.2. *Types of networks*

Suppose we need to rank candidates at time $T$ in order to select one of them as the emergent developer, let $n$ be the total number of users, including developers and candidates, in a project before $T$.

Denote by $\overrightarrow{G}_C(V, \overrightarrow{E}, \overrightarrow{W}_C, T)$ the cumulative directed weighted network at time $T$, where $V = \{v_1, v_2, \ldots, v_n\}$ is the node set, $\overrightarrow{E} \subseteq V \times V$ and $\overrightarrow{W}_C$ are the directed link set and the corresponding weight set, respectively, i.e., $(v_i, v_j) \in \overrightarrow{E}$ if and only if $v_i$ sent at least one message to $v_j$, and $\overrightarrow{w}_{ij} \in \overrightarrow{W}_C$ is the number of messages that $v_i$ sent to $v_j$, before time $T$. Denote by $G_C(V, E, W_C, T)$ the corresponding cumulative undirected weighted network, where $E \subseteq V \times V$ and $W_C$ are the link
and weight sets, respectively, i.e., \((v_i, v_j) \in E\) if and only if \(v_i\) sent/received at least one message to/from \(v_j\), and \(w_{ij} \in W_C\) is the number of messages that \(v_i\) sent to and received from \(v_j\), before time \(T\), i.e.,

\[
w_{ij} = w_{ji} = \overrightarrow{w}_{ij} + \overleftarrow{w}_{ji}.
\]  

(1)

Denote by \(\overrightarrow{G}_\sigma(V, \overrightarrow{E}, \overrightarrow{W}_\sigma, T)\) the temporal directed weighted network at time \(T\), where \(V\), \(\overrightarrow{E}\), and \(\overrightarrow{W}_\sigma\) are the node set, the directed link set, and the corresponding weight set, respectively. Here, the definitions of \(V\) and \(\overrightarrow{E}\) are the same for the cumulative directed weighted network and \(\sigma\) is the time window, or observation interval, i.e., only the links occurring in the intervals \([T - \sigma, T + \sigma]\) are considered. Generally, in a temporal directed weighted network, we consider the email messages inside, while we ignore or quickly attenuate the effect of messages outside the time window. Here, we use a Gaussian function [12] to decrease the effects of email messages outside the time window. For each directed link, i.e., \((v_i, v_j) \in \overrightarrow{E}\), we denote by \(t_{1_{ij}} < t_{2_{ij}} < \ldots < t_{\overrightarrow{w}_{ij}^i} < T\) the time at which \(v_i\) sent one of the \(\overrightarrow{w}_{ij}\) messages to \(v_j\) before time \(T\). Then, the weight of this directed link is defined as

\[
\overrightarrow{u}_{ij} = \sum_{k=1}^{\overrightarrow{w}_{ij}} e^{-\frac{(t_{k_{ij}} - T)^2}{2\sigma^2}}.
\]  

(2)

In particular, we have \(\overrightarrow{u}_{ij} = \overrightarrow{w}_{ij}\) when \(\sigma \to \infty\), indicating that the temporal directed weighted network degenerates to the cumulative one in this case. Note that we use Gaussian function because it is simple and mathematically beautiful [12]; and meanwhile the resulting temporal network will be always connected and thus make the rankings more robust than those based on hard time windows\(^\text{e}\). The time window \(\sigma\) can be tuned, and we will use the training set of samples to estimate the optimal \(\sigma\) for each ranking algorithm.

Similarly, denote by \(\overrightarrow{G}_\sigma(V, E, W_\sigma, T)\) the corresponding temporal undirected weighted network, where the weight between two linked nodes \(v_i\) and \(v_j\) is calculated by

\[
u_{ij} = u_{ji} = \overrightarrow{u}_{ij} + \overleftarrow{u}_{ji}.
\]  

(3)

All the unweighted networks can be obtained from the corresponding weighted ones by just ignoring the difference between the weights of links and considering all of them equal to 1. Then, for each node \(v_i\) in a directed network, denote by \(I_i\) and \(O_i\) its incoming and outgoing neighborhoods, respectively, and by \(N_i\) its neighborhood in the corresponding undirected network, satisfying \(N_i = I_i \cup O_i\).

\(^\text{e}\)By adopting a hard time window, we just count the number of interactions in a certain interval. In this case, we may get an unconnected temporal network (there is even no link in the network when the time window is extremely small).
2.3. Ranking algorithms

For a project, denote by $T$ the time when a developer emerged and by $n$ the total number of users in the project before that time. For the network constructed at time $T$, we sort the $n$ users by a ranking algorithm. We then remove the existent developers and get a new list of rankings of the candidates including the emergent developer. Suppose there are $n_d$ existent developers before time $T$ in the project and the emergent developer has the same ranking like $h$ other candidates, and these candidates including the emergent developer have the positions $\lambda, \lambda+1, \ldots, \lambda+h$ in the new sorted list. We define the ranking of the emergent developer as the mean value of these positions, i.e., $(\lambda + \lambda + h)/2$, which is further normalized to

$$R = \frac{1}{n - n_d} \frac{(\lambda + h)}{2},$$

satisfying $0 < R \leq 1$. Thus, for an emergent developer, a higher ranking is equivalent to a smaller value of $R$.

2.3.1. Ranking by single network properties

The social status of an individual can be characterized by its local structural properties [36] in the social network. In this paper, we select six of these properties, including the degree $k_i = |N_i|$, the incoming degree $k_i^{in} = |I_i|$, and the outgoing degree $k_i^{out} = |O_i|$ for node $v_i$ in unweighted networks, and those in weighted networks, defined as $\varphi_i = \sum_{j \in N_i} w_{ij}$, $\varphi_i^{in} = \sum_{j \in I_i} \overrightarrow{w}_{ji}$, and $\varphi_i^{out} = \sum_{j \in O_i} \overrightarrow{w}_{ij}$, respectively, satisfying $k_i \geq \max(k_i^{in}, k_i^{out})$ and $\varphi_i = \varphi_i^{in} + \varphi_i^{out}$. In OSS projects, a high incoming degree of a user indicates that many other users are interested in his/her shared information [13], while a high outgoing degree indicates that he/she is relatively active and interested in the information shared by many others.

We first simply rank the candidates by these structural properties and find that the rankings of emergent developers based on degree in cumulative undirected weighted and unweighted networks are close to each other, slightly higher than those based on incoming and outgoing degrees in the corresponding cumulative directed networks. As a result, in the rest of the paper, we will only adopt degrees in undirected networks to rank the candidates, and the results will be compared with the rankings obtained by other algorithms. Note that, in temporal weighted networks, the degree of node $v_i$ is calculated as $\varphi_i = \sum_{j \in N_i} u_{ij}$.

2.3.2. PageRank algorithms in directed networks

One of the most popular ranking algorithms is the PageRank algorithm which was originally designed to rank web pages. It led to the success of Google [20] and inspired many other search engines. The PageRank algorithm can be applied directly here. Denote by $x_i$ the importance score of node $v_i$, i.e., $x_i$ is nonnegative and $x_i > x_j$ indicates that node $v_i$ is more important, and thus have higher ranking,
than node $v_j$. PageRank provided a scheme to calculate the importance score for each node in a network as follows. If node $v_j$ has $k_j^{out}$ outgoing links, one of which links to node $v_i$, its contribution to node $v_i$’s score is $x_j/k_j^{out}$. Then, we have

$$x_i = \sum_{v_j \in I_i} \frac{x_j}{k_j^{out}}.$$  \hspace{1cm} (5)

Denoting

$$a_{ij} = \begin{cases} \frac{1}{k_j^{out}}, & v_j \in I_i, \\ 0, & v_j \notin I_i, \end{cases}$$  \hspace{1cm} (6)

Eq. (5) can be rewritten by the following more compact matrix form:

$$x = Ax,$$  \hspace{1cm} (7)

with $x = [x_1, x_2, \ldots, x_n]^T$ and $A = [a_{ij}]_{n \times n}$.

In order to overcome the non-unique ranking problem introduced by the non-connectivity of the network, the elements $a_{ij}$ in matrix $A$ need to be replaced by

$$q_{ij} = (1 - \beta)a_{ij} + \beta \delta \sum_{i=1}^{n} [(1 - \beta)a_{ij} + \beta \delta],$$  \hspace{1cm} (8)

where $\delta = 1/n$ and $\beta \in (0, 1)$ is a small positive parameter. The value of $\beta$ originally used by Google is reportedly 0.15 [37]. In this paper, it is set to 0.1 and similar results can be obtained by using other values. Note that this modification can also help to avoid the negative effects introduced by dangling nodes with no outgoing links. Then, Eq. (7) is replaced by

$$x = Qx,$$  \hspace{1cm} (9)

where $Q = [q_{ij}]_{n \times n}$ is a column-stochastic matrix. Then, the ranking problem is transformed into the problem of finding an eigenvector with eigenvalue 1 for the square matrix $Q$.

When considering weighted networks, each directed link from node $v_i$ to node $v_j$ has a weight $\vec{w}_{ij}$ in a cumulative network and a weight $\vec{u}_{ij}$ in a temporal network. Taking the cumulative weighted network, we redefine the matrix $A$ with its element now calculated by

$$a_{ij} = \begin{cases} \frac{\vec{w}_{ji}}{\sum_{k \in O_i} \vec{w}_{jk}}, & v_j \in I_i, \\ 0, & v_j \notin I_i. \end{cases}$$  \hspace{1cm} (10)

2.3.3. PageRank algorithms in undirected networks

For the unweighted case, an undirected network needs to be created first from the original directed one, where two nodes are linked if there is at least one message between them. Then, the elements of matrix $A$ are redefined as

$$a_{ij} = \begin{cases} \frac{1}{k_j}, & v_j \in N_i, \\ 0, & v_j \notin N_i, \end{cases}$$  \hspace{1cm} (11)
where $k_i$ is the degree, and $N_i$ is the neighborhood of node $v_i$. For the weighted case, the elements of $A$ are redefined as

$$a_{ij} = \begin{cases} \frac{w_{ij}}{\sum_{v_k \in N_j} w_{jk}}, & v_j \in N_i, \\
0, & v_j \notin N_i, \end{cases}$$

(12)

where $w_{ij}$ is the weight of the link between nodes $v_i$ and $v_j$.

In reality, for those large-scale networks, Eq. (9) can be solved by the following iterative method

$$x(k + 1) = \frac{Qx(k)}{\|Qx(k)\|},$$

(13)

for any initial state $x(0)$, where $\| \cdot \|$ can be any vector norm, in order to decrease the complexity of the algorithm. In this paper, the 1-norm is adopted, and the iterative process is terminated when $\|x(k+1) - x(k)\| < 10^{-5}$.

2.3.4. Hits algorithms in directed networks

Another well-known ranking algorithm based on link information is the hits algorithm, first proposed by Kleinberg [21]. Based on this algorithm, in a directed network, each node $v_i$ has two assigned values named as authority and hub, denoted by $\phi_i$ and $\rho_i$, respectively. Generally, a good authority represents a node that is linked to by many good hubs, and a good hub represents a node that points to many good authorities. As a result, there are two types of updates, authority and hub updates, which will be introduced for unweighted and weighted networks, respectively.

For unweighted networks, the authority $\phi_i$ and hub $\rho_i$ updates are defined as

$$\phi_i(k + 1) = \frac{\sum_{j \in I_i} \rho_j(k)}{\sum_{i \in V} \sum_{j \in I_i} \rho_j(k)},$$

(14)

$$\rho_i(k + 1) = \frac{\sum_{j \in O_i} \phi_j(k)}{\sum_{i \in V} \sum_{j \in O_i} \phi_j(k)},$$

(15)

respectively. For weighted networks, they are changed to

$$\phi_i(k + 1) = \frac{\sum_{j \in I_i} \overrightarrow{w}_{ji} \rho_j(k)}{\sum_{i \in V} \sum_{j \in I_i} \overrightarrow{w}_{ji} \rho_j(k)},$$

(16)

$$\rho_i(k + 1) = \frac{\sum_{j \in O_i} \overrightarrow{w}_{ij} \phi_j(k)}{\sum_{i \in V} \sum_{j \in O_i} \overrightarrow{w}_{ij} \phi_j(k)},$$

(17)

respectively. For each case, the iterative process is initialized from $\phi(0) = 1$ and $\rho(0) = 1$, and terminated if both $\|\phi(k+1) - \phi(k)\| < 10^{-5}$ and $\|\rho(k+1) - \rho(k)\| < 10^{-5}$ are satisfied with $\phi(k) = [\phi_1(k), \phi_2(k), \ldots, \phi_n(k)]^T$ and $\rho(k) = [\rho_1(k), \rho_2(k), \ldots, \rho_n(k)]^T$, or the number of iterative times is larger than $10^4$. 
2.3.5. Hits algorithms in undirected networks

Hits algorithms can also be used in undirected networks just by simply considering each link bidirectional. In this case, the authority value and the hub value of each node are exactly the same. Still denote by $x_i$ the importance score of a node, then, its updates in unweighted and weighted networks are defined as

$$x_i(k+1) = \frac{\sum_{j \in N_i} x_j(k)}{\sum_{i \in V} \sum_{j \in N_i} x_j(k)}, \quad (18)$$

$$x_i(k+1) = \frac{\sum_{j \in N_i} w_{ij} x_j(k)}{\sum_{i \in V} \sum_{j \in N_i} w_{ij} x_j(k)}, \quad (19)$$

respectively. Similarly, the iterative process is initialized from $x(0) = 1$ and terminated if $\|x(k+1) - x(k)\| < 10^{-5}$ or the number of iterative times exceeds $10^4$.

3. Results

In this part, the rankings of emergent developers obtained by different ranking algorithms including degree-based, PageRank, and Hits in different types of networks, i.e., temporal versus cumulative, directed versus undirected, and weighted versus unweighted, of the four OSS projects, i.e., Ant, Axis2.java, Derby, and Lucene, are presented and compared.

3.1. Rankings in directed networks

For the directed case, denote by $P(d,u)$, $H_A(d,u)$, and $H_H(d,u)$ the rankings of the emergent developers by using the PageRank algorithm, the Hits-Authority algorithm, and the Hits-Hub algorithm, respectively, in the cumulative unweighted networks. Denote by $P(d,w)$, $H_A(d,w)$, and $H_H(d,w)$ these rankings in the cumulative weighted networks, and by $P(d,o)$, $H_A(d,o)$, and $H_H(d,o)$ the corresponding optimal rankings in the temporal weighted networks, which may be obtained at different optimal time windows $\sigma^o$. For each project, we get the 20% earliest samples (i.e., the earliest emergent developers) \(^d\). They are used to determine the respective optimal window size $\sigma^o$, at which the emergent developers in the training set get their highest average ranking. Then, we use the remaining 80% samples to test all the algorithms. As a result, considering the four projects together, there are a total of 36 samples in the training set, and a total of 137 samples in the test set.

We adopt the receiver operating characteristic (ROC) analysis [33] to compare the rankings obtained by different algorithms. Typically, ROC captures the performance of a classifier with two classes, as the threshold for putting elements in one of the two classes is varied. For a ranking algorithm introduced here, we consider those emergent developers as positive examples, and the other candidates as

\(^d\)We choose the earliest, but not random, samples, in order to address that these ranking algorithms have the ability to predict the future behaviors of programmers by using the historical data.
negative examples. We varied the threshold \( \theta \) from 0 to 1, and classify a candidate as an emergent developer (predicted positive) if its normalized ranking \( R \leq \theta \) and as a non-emergent developer (predicted negative) otherwise. Therefore, as \( \theta \) increases, both false positive rate (FPR) and true positive rate (TPR) increase, since more and more negative and positive examples are classified as emergent developers.

*False positive rate (FPR) is defined as the ratio of negative examples that are predicted positive to all the negative examples; True positive rate (TPR) is defined as the ratio of positive examples that are predicted positive to all the positive examples.
Table 3. AUC for different algorithms in different types of undirected networks. The optimal time window \( \sigma^o \) (day) for the algorithms in the temporal networks are also reported.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Unweighted</th>
<th>Weighted</th>
<th>Optimal</th>
<th>( \sigma^o ) (day)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Degree</td>
<td>0.9342</td>
<td>0.9433</td>
<td>0.9685</td>
<td>4</td>
</tr>
<tr>
<td>PageRank</td>
<td>0.9282</td>
<td>0.9356</td>
<td>0.9731</td>
<td>50</td>
</tr>
<tr>
<td>Hits</td>
<td>0.9313</td>
<td>0.9355</td>
<td>0.9620</td>
<td>2</td>
</tr>
</tbody>
</table>

(predicted positive). For example, by adopting the random algorithm \(^f\), emergent developers have random rankings, as a result, the fractions of positive and negative examples that are predicted positive are exactly the same, i.e., FPR equals to TPR for different values of threshold \( \theta \).

The ROC curves for different ranking algorithms in directed networks are shown in Fig. 2, where x-axis is the FPR and y-axis is the TPR. An algorithm is considered better if it has larger TPR for a given FPR. Thus, as we can see, all these algorithms based on any kind of directed networks are much better than the random algorithm as the reference. Meanwhile, in this case, all the algorithms behave better in the temporal weighted networks than in the cumulative unweighted and weighted networks. In particular, for the temporal and cumulative weighted networks, the average rankings (\( R \) values) are 5.33% versus 7.22% for the PageRank, 4.17% versus 7.87% for the Hits-Authority, and 10.55% versus 13.63% for the Hits-Authority, respectively, i.e., the ranking algorithms always have higher rankings in temporal weighted networks. We also calculate the area under ROC curve (AUC) \(^{[34]}\) for these algorithms in different types of directed networks, as presented in Table 2, where we find that, for all the algorithms, the optimal rankings in temporal weighted networks indeed have relatively larger AUC, and the Hits-Authority in temporal weighted networks seems to be the best one.

3.2. Rankings in undirected networks

For the undirected case, denote by \( D(u, u) \), \( P(u, u) \), and \( H(u, u) \) the rankings of the emergent developers by using the Degree based algorithm, the PageRank algorithm, and the Hits algorithm, respectively, in the cumulative unweighted networks. Denote by \( D(u, w) \), \( P(u, w) \), and \( H(u, w) \) these rankings in the cumulative weighted networks, and by \( D(u, o) \), \( P(u, o) \), and \( H(u, o) \) the corresponding optimal rankings in the temporal weighted networks, obtained at different optimal time windows \( \sigma^o \). Similarly, here, we use the 20% earliest samples to train the ranking algorithms in temporal networks to determine the respective optimal \( \sigma^o \), and then use the remaining 80% samples to test all the algorithms.

\(^f\)For the random algorithm, here we mean randomly assigning ranks to all candidates.
In this case, the ROC curves of different algorithms in different types of networks are shown in Fig. 3; for the temporal and cumulative weighted networks, the average rankings are 3.38% versus 5.98% for the Degree, 2.91% versus 6.81% for the PageRank, and 4.07% versus 6.81% for the Hits, respectively; while the corresponding AUC for the ROC curves are shown in Table 3. The results suggest that, in the undirected case, all the three algorithms also behave better in the temporal weighted networks than in the cumulative unweighted and weighted networks, and overall, the PageRank in temporal networks behaves best.

3.3. Percentages of the best rankings

As we can see, in both directed and undirected cases, for each algorithm, the optimal rankings of emergent developers in temporal weighted networks are always higher (smaller $R$) than their rankings in cumulative unweighted and weighted networks. Then, to further compare the optimal rankings obtained by different algorithms in temporal weighted networks, we count the times that certain algorithm behaves best (get the highest rankings) over the others when the developers emerged. In particular, we consider the six ranking algorithms: $P(d, o)$, $H_A(d, o)$, and $H_H(d, o)$ in directed networks and $D(u, o)$, $P(u, o)$, and $H(u, o)$ in undirected networks. For
Table 4. The percentages of the best rankings obtained by different ranking algorithms in temporal directed and undirected weighted networks.

<table>
<thead>
<tr>
<th>P(d,o)</th>
<th>H_A(d,o)</th>
<th>H_H(d,o)</th>
<th>D(u,o)</th>
<th>P(u,o)</th>
<th>H(u,o)</th>
</tr>
</thead>
<tbody>
<tr>
<td>17.52%</td>
<td>28.47%</td>
<td>33.58%</td>
<td>30.66%</td>
<td>28.47%</td>
<td>25.55%</td>
</tr>
</tbody>
</table>

Fig. 4. The relationships between the risk of missing emergent developers, $\gamma$, and the preferential observing ratio, $\kappa$, of all the candidates by considering the four projects together and adopting different ranking algorithms in temporal weighted networks. $\gamma$ is a decrease function of $\kappa$, meaning that the more candidates you observe, the lower risk you will miss emergent developers.

3.4. Risks of missing developers

In many situations, provided an algorithm to rank developer candidates, the managers of the OSS projects may just be interested in the top $\kappa$ candidates, and thus are concerned about the risk of missing emergent developers by this algorithm,
which is defined as

\[ \gamma(\kappa) = \frac{N_C(\kappa)}{N_C} \times 100\%, \quad (20) \]

where \( N_C \) is the total number of test samples, i.e., 137 emergent developers in the four projects here, and \( N_C(\kappa) \) is the number of cases where the rankings of the emergent developers are lower than \( \kappa \). The risk of missing emergent developers defined by Eq. (20) then can be used as another measurement to compare the performances of different ranking algorithms, i.e., smaller risk of missing emergent developers means higher performance of the algorithm. Fig. 4 shows the missing risk \( \gamma \) as function of the ratio \( \kappa \) by considering the four projects together and adopting different ranking algorithms in temporal weighted networks are shown in . There we find that the PageRank algorithm in undirected networks, \( P(u,o) \), always has the lowest risk of missing emergent developers, when the managers just observe a small number of top candidates based on their rankings.

Generally, by comparison, we find that the degree-based and the PageRank algorithms in temporal undirected weighted networks, \( D(u,o) \) and \( P(u,o) \), have the following advantages:

- Obtaining a relatively large true positive rate for a given false positive rate, as presented in Fig. 3 and Table 3.
- Having a relatively low risk of missing emergent developers when only observing a small number of top candidates based on their rankings, as shown in Fig. 4.

We thus recommend to apply these two algorithms based on temporal undirected weighted networks in OSS projects to assist the managers to find responsible developer candidates.

4. Conclusion

In this paper, we adopt degree-based, PageRank, and Hits ranking algorithms to rank developer candidates in four OSS projects based on different types of networks constructed by the email communication records. Interestingly, we find that all of these algorithms behave better in temporal networks than in cumulative ones, which indicates that the more recent communications of a developer in a project are more important to predict his/her first commit in the project. This finding suggests that the use of ranking algorithms in time-varying networks [29–32] has the potential to improve existing works which are based on a static network perspective [22–24,38].

Meanwhile, we find that the degree-based and the PageRank algorithms in temporal undirected weighted networks behave well in predicting emergent developers and thus are promising candidates to be applied in OSS projects. In fact, about 80% of all emergent developers are ranked among the top 5% candidates (\( R < 0.05 \)) by using these two algorithms, i.e., if there is a total of 1000 candidates in an OSS project, the manager only needs to observe about 50 of them with top rankings, since these important candidates will become developers in the near future with
relatively high probabilities. These ranking algorithms thus can be used to design developer recommendation systems for OSS projects, which can assist managers to find highly responsible and skillful programmers. The feedbacks of these candidates, either agree to become developers or not, can be used to improve the current ranking algorithms. Such ranking algorithms are most valuable in very large OSS projects, which is why future work should test our approach on suitable data sets from larger projects.

Our work can be further improved by considering more information about pre-commit activities of developers. For example, one can analyze sequences of emails [12] and the contents [39] in them, rather than just considering the total number of messages, thus possibly detecting more precise patterns of emergent developers; one can also measure the importance of code pieces contributed by the candidates in other communities or the submitted patches to address the quality of their work; moreover, these more detailed information can be used to characterize the similarity between the pre-commit activities of candidates and those of the existent developers, which may allow for more efficient ranking algorithms.
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